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Figures borrowed from “PMDK Introduction”
https://docs.pmem.io/persistent-memory/getting-started-guide/what-is-pmdk
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Figure 2: Best-case latency An experiment showing random
and sequential read latency, as well as write latency using
cached write with clwb and ntstore instructions. Error bars
show one standard deviation.

Above figures are borrowed from An Empirical Guide to the Behavior and Use
of Scalable Persistent Memory
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Rethinking File Mapping for Persistent Memory

1. Per-file extent tree
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2. Per-file radix tree
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3. Global cuckoo hash table
File Number: 1
Logical Block: 21
— hash1 O(1)
hash2 O(1)
4. Global hash table (HashFS)
1, 22:101(2)
File Number: 1 - @ Recover file data block '
1, 21: 100(3) Logical Block: 21 g (same offset as hash table index)
s ¥
Y
1, 23: 102(1) hash O(1) B
—>]__2,51:201(1) @search S File Data Region
(@ Compute hash < lisions Ii ata Regit

@Compute hash
(@)search both locations




