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□ 0. recap: gdb w/ an example
□ 1. OS organization
□ 2. egos desgin
□ 3. egos-2k+ booting process
----

  * gdb basics

    Scenario 1: "what's wrong?"
    - run to failure
    - use gdb to see the final status

    Scenario 2: "I suspect this is wrong"
    - set a breakpoint
    - continue the egos
    - run until the breakpoint
    - single step running & monitoring

a) Question: At what memory address does the CPU execute the first kernel 
instruction?

b) Question: How does printf() work?

c) Question: How does context switching work in Lab 2?
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• OS architecture

Modern Operating Systems: Principles and Implementation

A

0 0 Opervisommo 02009

00 70do

IT

898to O Of

concurrent



open Ampabs I

l

ybrosier
stGation

managing 5

gyscal
abstraction



* Improving IPC by kernel design, SOSP 1993
* Exokernel: An Operating System Architecture for Application-Level Resource 
Management, SOSP 1995
* The multikernel: a new OS architecture for scalable multicore systems, 
SOSP 2009
* Microkernel Goes General: Performance and Compatibility in the HongMeng 
Production Microkernel, OSDI 2024
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CS6640, Week 04a

1. egos architecture
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2. egos-2k+ booting process I

 1    -------- Simulate on QEMU-RISCV --------
 2    qemu-system-riscv32 -M virt -smp 4 -m 8M -bios tools/egos.bin -nographic
 3       -drive if=pflash,format=raw,unit=1,file=tools/qemuROM.bin
 4       -device sdhci-pci,addr=0x1
 5       -device sd-card,drive=MMC
 6       -drive if=none,file=tools/disk.img,format=raw,id=MMC
 7    [CRITICAL] --- Booting on QEMU with core #2 ---
 8    [SUCCESS] Finished initializing the tty and disk devices
 9    [INFO] Use direct mode and put the address of the trap_entry into mtvec
10    [SUCCESS] Finished initializing the MMU, timer and interrupts
11    [SUCCESS] Enter the grass layer
12    [INFO] Load kernel process #1: sys_process
13    [INFO] Load 0x4400 bytes to 0x80200000
14    [INFO] Load 0x510 bytes to 0x80208000
15    [SUCCESS] Enter kernel process GPID_PROCESS
16    [INFO] Load kernel process #2: sys_terminal
17    [INFO] Load 0x3660 bytes to 0x80200000
18    [INFO] Load 0x274 bytes to 0x80208000
19    [SUCCESS] Enter kernel process GPID_TERMINAL
20    [INFO] sys_process receives: Finish GPID_TERMINAL initialization
21    [INFO] Load kernel process #3: sys_file
22    [INFO] Load 0x5040 bytes to 0x80200000
23    [INFO] Load 0x9c4 bytes to 0x80208000
24    [SUCCESS] Enter kernel process GPID_FILE
25    [INFO] sys_process receives: Finish GPID_FILE initialization
26    [INFO] Load kernel process #4: sys_shell
27    [INFO] Load 0x4da4 bytes to 0x80200000
28    [INFO] Load 0x89c bytes to 0x80208000
29    [CRITICAL] Welcome to the egos-2k+ shell!
30    ➜ /home/cs6640 %
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