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Q: motivation: why do people want privilege levels?
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Q: running the same piece of code in unprivileged and privileged mode,
what will be the difference?
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Q: How could I know what privilege lev he cérrent %PU<&%Efg£E§ng }n?~\l?;

RISC-V deliberately doesn’t make it easy for code to discover what mode it is
running it because this is a virtualisation hole.\As a general principle, code
should be designed for and implicitly know what mo it will run in.
Applications code should assume it is in U mode. The\ operating system should
assume it is in S mode (it might in fact be virtualised and running in U mode,
with things U mode can’t do trapped and emulated by the hypervisor).

[from https://forums.sifive.com/t/how-to-determine-the-current-execution-
privilege-mode/2823]

2. Memory protection, the problem

Q: Motivation? why do we need memory protection?
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Multiple questions:
Ql: what are memory objs? (memory granularity)
Q2: who is the subj? (how to define subj)
Q03: where to store the ACL?



(A) segmentation (from x86)
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Figure 3-2. Flat Model
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Ql: what are memory (memory granularity)
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Q2: who is the subj? (how to define subj)
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03: where to store the ACL?
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Figure 3-1. Segmentation and Paging




(B) PMP (from RISC-V)
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Physical Memory Protection (PMP)

(a) pmpaddr[0-63]
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Figure 3.33: PMP address register format, RV32.
(b) pmpcfg[0-15]
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31 24 23 16 15 87 0
‘ pmpT7cig ‘ pmp6cfg | pmp5cig | pmpdcig | pmpcfgl
8 8 8 8
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Figure 3.31: RV3 P configuration CSR layqut.
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Figure 3.35: PMP configuration register format.

(d) pmp[0-63]cfg.A

A | Name
OFF

Description
Null region (disabled)

(TR [ Topof g ]
aturally aligned four-byte region

0
1
2
53 NAPOT | Naturally aligned power-of-two region, >8 byteg/

Table 3.10: Encoding of A field in PMP configuration registeys.
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Ql: what are memory objs? (memory
granularity)
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Q2: who is the subj? (how to define
subj)
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03: where to store the ACL?
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(C) paging (brief)
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Ql: what are memory objs? (memory granularity)
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Q2: who is the subj? (how to define subj)
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4. Meltdown & its consequences
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r~ (a) Percentage Change in Tlest Latency Relative to v4.0
contextswitch -{9:7:17:10:5:10:11:22:237 1 1 2:1:1 21744:46:46:54
small-read —{28:29:27:25:24:23:18:21:20 3 620 6:11:12:11:11:10:
med-read —23:24:21:25:22:23:21:21:20 -2 151-2:16:15:13:16: 1 1 2:1:3:3:0/9:8:9:10:9:4:11{16:18:15:15:16:16
big-read 54 1::2(3 1 2 350 2
small-write 1:4:11:2:9:13:12:15 5048 1113 43i1:1] 2346 1:51:50
med-write -{6:6:8:9:5:6:6:7:7 4 8:7:4:5 2:2:1:2:2
big-wirite {2:2:3:3:271:3°473 1 E SRR
mmap * -{1079 13713111116:15: 8 |19 2:2 1 6:4:5:5 11:11:18:14:18"
small-munmap -]48:48 53 48:45 829132 6 163: 4 3:7:2:4 4:5:7:9:13 125%
med-munrnap —[29:31:36:27:23119:19:17:18 74 10/ 3 15:1331.32.14: 4 : 1 : 2 3:3:5:4:6 100%
big-munmap 46:46 52:51:44:35: 7 : 2 1 4 75%
fork 1616:17:18 5:3:2:3 T 1 B B BE (4141131211310 12 50%
big-fork 23:19:11:26 3:1:3:6:2:6 1:2 1:33:25:26:26:36:37 49:43:44:48:42 25%
thrcrelate 47:51:26:28: 6 :38:11:27:33:38 1 3 96 13 5:17:6:3 49
send & recv * 0:26:26:24 1 13 5:3:10:9:9:9:3:6: 0%
big-send & reqv * 411303232 9:16:9:7:6:4:4 3]4:4:5:8:5:4 -25%
select 15:20:14:12 4:4 2 PE 7 9:5:9:7 1 :37] -50%
oll 46:1:2:2:3:6:14:7:3 R 7 E 47
eboll {7:7:17:17:5 :23:30:23:21 7:10:3:3:
big-select 1 1 6157 3 2 14:0 139:42:44:40:43:41:40:39
big-poll 13 3 308 2 2 :37:40:38:40:41:39:38:36
big.e oll 5:7:3:14:16:21:16: 2 2 1 1 5 3 1:6:6:45:41:40:42:43:42:42:40]
small-pagefault —[17:19:19:20:17:18:17:27:19: 2 :37 -1 43.41:31 31 1 1 3 1] 53-213:2:1:3:2 4 :36/54:51:45:45:46:46|
big-pagefault 15:1:3:3:2 3:1 2 9:9:8:10:10: 6
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(b) Enabled Changes

Spectre patch
Meltdown patc.
eTCOpy
Rand. SLAB freelist
User pagefault handling
Fault around

TLB layout spec.

Force context tracking
Hugepages disabled
Missing CPU idle states
cgroup mem. controller
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Linux Kernel Versions

Q: What are the fundamental approaches to provide isolation?






